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ABSTRACT

DIRECT is a deterministic optimization algorithm based on the "divide-and-conquer" paradigm. It looks for optimal solutions by systematic sampling of the feasible decision space in the form of partitioning hyperrectangles. DIRECT has previously been extended to solve black-box multi-objective problems in its pure form in MO-DIRECT and in combination with multi-objective genetic algorithms in NS-DIRECT-GA. In this paper, we examine the two multi-objective variants of the algorithm in terms of diversification (well spread), exploration (global search) and exploitation (local search). Furthermore, motivated by the experimental success of indicator-based methods, we provide a hypervolume-based multi-objective DIRECT, which we refer to as MO-DIRECT-hv. Through the use of the hypervolume indicator, we seek to enhance the diversification of its search through selecting potentially optimal hyperrectangles with higher hypervolume contribution, whilst preserving the exploratory and exploitation balance of the algorithm. To validate the efficacy of the proposed strategy, we compare the performance of the three variants on 55 bi-objective problems from the COCO platform. The results indicate MO-DIRECT-hv performs better than other variants due to diversified sampling.

Categories and Subject Descriptors

G.1.6 [Numerical Analysis]: Optimization—global optimization, unconstrained optimization; F.2.1 [Analysis of Algorithms and Problem Complexity]: Numerical Algorithms and Problems
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1. INTRODUCTION

Multi-objective optimization is a recurrent topic of interest as many engineering problems (e.g., [2, 4]) can be modeled as Multi-objective Optimization Problems (MOPs). Due to the often conflicting objectives, MOPs have a set of optimal solutions instead of a single solution because one cannot conclude if solution 1 is better or worse off than solution 2, if solution 1 has a higher value in objective 1 and lower value in objective 2 compared to solution 2. The ultimate best solution is dependent on the preference of the user. Hence, many multi-objective optimization algorithms aim to find the set of optimal solutions, which is also known as the Pareto optimal set.

Population-based algorithms such as NSGA-II [7], MOPSO [6] are widely-used to solve MOPs because they are able to provide multiple solutions in a single run. These algorithms generally search for solutions based on the concept of Pareto-dominance and a measure of distance between solutions. However, these methods are not deterministic and highly dependent on the initial set of solutions.

DIRECT [13], on the other hand, is an established deterministic algorithm for single objective problems. It divides the feasible solution space in the form of hyperrectangles and searches for the optimal solution through: point-wise evaluation of the objective function at the centers of hyperrectangles and further decomposition of potentially optimal hyperrectangles. DIRECT is primarily exploratory in its search and studies have shown that it may behave as an exhaustive grid search [8].

In the recent years, several researchers attempted to adapt DIRECT in solving MOPs. Till today, to our knowledge, there are two different extensions of DIRECT, namely MO-DIRECT [1] and NS-DIRECT-GA [15]. MO-DIRECT is purely inspired by the basic DIRECT algorithm [13]. It involves decomposing the solution space, in the form of hyperrectangles. The objectives are evaluated at the center of hyperrectangles. The hyperrectangles are then further decomposed into smaller hyperrectangles based on values of the different objectives and the size of the hyperrectangle. NS-DIRECT-GA [15], on the other hand, is a combination of DIRECT and multi-objective genetic algorithm (MOGA). In this case, DIRECT is used to generate the population used in MOGA. After which, the MOGA is applied to find the optimal solution. After an optimal solution is found, it would be located in the solution space of DIRECT. DIRECT would then divide the hyperrectangles from its initial stage before MOGA is applied until the
optimal solution is the center of a hyperrectangle, exploring the area around the optimal solution. With the growing number of emerging algorithms for MOPs, a platform for comparison had to be established. Several quality indicators for performance assessment and comparison have been proposed [16]; among these metrics is the hypervolume indicator, which—soon after its introduction—has been implemented as a selection operator in multi-objective solvers (e.g., [3]). Many evolutionary algorithms have been modified to use the hypervolume indicator as a selection tool for the next potentially optimal point to explore [9, 12] and witnessed an experimental success. Studies have also shown hypervolume indicator based algorithms can achieve a good approximation for an exponentially large Pareto front [5].

In this paper, we propose using the hypervolume indicator as a criterion for DIRECT to enhance its ability in recognizing a well-spread set of Pareto optimal solutions maintaining a balance among the diversification (well spread), exploration (global search), and exploitation (local search) aspects of its search. The performance of MO-DIRECT-hv is evaluated on 55 bi-objective problems in COCO platform. The results are compared with MO-DIRECT of two strategies, Rank and ND.

The rest of the paper is organized as follows. Section 2 provides the background on MO-DIRECT and explains the theory behind the different strategies in selecting potentially optimal hyperrectangles. Section 3 describes the proposed algorithm MO-DIRECT-hv. Section 4 gives the CPU timing for the experiment on the biobjective test suite. Section 5 analyzes the results generated from the experiment. Section 6 provides a conclusion and some suggestions for future work.

2. BACKGROUND ON MO-DIRECT

Section 2.1 first explains the partitioning procedure of hyperrectangles used in MO-DIRECT. Then, Section 2.2 provides the formal algorithm of MO-DIRECT and two strategies in selecting potentially optimal hyperrectangles. Section 2.3 then reviews these strategies and proposes a new strategy using the hypervolume indicator.

2.1 Partitioning Procedure

MO-DIRECT starts with the whole solution space as a single hyperrectangle, sampling the point in the centre. Then, it follows a unique partitioning procedure to split the solution space into smaller hyperrectangles. MO-DIRECT first samples 2 points in each dimension of the problem such that the 3 points (including the initial center point) in each dimension is equally spread out. After all the points are sampled, the algorithm divides the solution space equally into one-thirds one dimension at a time, starting with the dimension with the lowest value of

$$w_j = \frac{1}{\min_{k \in \{1, \ldots, m\}} \|f(c_i + k \cdot \delta \cdot e_j) - f(c_i)\|},$$

and continue to the dimension with the highest $w_j$.

In other words, a hyperrectangle is divided such that the biggest produced hyperrectangles contain the distant solutions from that of the hyperrectangle, increasing the likelihood of visiting unexplored regions of the function space.

2.2 MO-DIRECT Framework

The framework of MO-DIRECT follows the process of selecting potentially optimal hyperrectangles and dividing them into smaller hyperrectangles using the partitioning procedure in Section 2.1. In literature, two general strategies were followed in seeking potentially optimal hyperrectangles.

2.2.1 The Rank Strategy

The Rank strategy employs rank and size of the hyperrectangle to choose potentially optimal hyperrectangles. NS-DIRECT-GA [15] previously proposed using rank and crowding distance in choosing potentially optimal hyperrectangles. In this paper, for the sake of simplicity, we only use rank as an indicator and assumed the value of $\epsilon$ used in [15] to be 0, which lead to the following

$$I = \text{ND}((\{\text{rank}_i, \sigma_i\} : i \in H, \sigma_i \geq \sigma_1)), \quad (2)$$

where $(\text{rank}_i, \sigma_i)$ is the 2-dimensional vector of hyperrectangle $i \in H$ on the rank-th front and of size $\sigma_i$. $\text{ND}(\cdot)$ is an operator on a set of vectors $A$ such that $\text{ND}(A)$ is the set of non-dominated vectors in $A$. $\sigma_i$ is the minimum size, a hyperrectangle can have, to be considered for potential optimality.

Hyperrectangles’ ranks are obtained from the process of non-dominated sorting. A non-dominated solution is one that is at least equal in all objectives and better in at least 1 objective when compared to any other solution in the pool of solutions. After all the non-dominated solutions are found, they are removed from the pool of solutions and given a rank of 1. The new pool of solutions would go through the same process and the following non-dominated solutions would be given a rank of 2. This process would go on until all the solutions are ranked. This allows us quantify the quality of solutions using a ranking system.

$$\text{rank} = \text{non-dominated sort}(\{f(c_i) : i \in H\}) \quad (3)$$

where rank is the $|H|$-vector of the ranks of $m$-dimensional vectors, $f(c_i), \forall i \in H$ of center $c_i$, and $m$ is the number of objectives.

2.2.2 The ND Strategy

This ND strategy uses the combination of the non-dominated front and size of the hyperrectangle to choose potentially optimal hyperrectangles for division.

$$I = \text{ND}(\{f(c_i, \sigma) : i \in H, \sigma_i \geq \sigma_1\}), \quad (4)$$

where $(f(c_i, \sigma))$ is the $(m+1)$-dimensional vector of hyperrectangle $i \in H$ of center $c_i$ and size $\sigma_i$.

2.3 Examination of MO-DIRECT Strategies

In this section, both of the strategies for selecting the potentially optimal hyperrectangles, namely ND and Rank are analyzed. Furthermore, motivated by the success of indicator-based search algorithms, we adapt the indicator-based approach as an alternative strategy to choose potentially optimal hyperrectangles and highlight its advantages over the former ones.

Figure 1 illustrates how the strategies ND, Rank and the new strategy HV would be choosing potentially optimal hyperrectangles based on the given function space. From Figure 1, one can see a significant difference between ND and Rank in the number of potentially optimal hyperrectangles chosen (the white rectangles), with ND choosing 11 points and Rank choosing only 3 points. In particular, the number of chosen points from the non-dominated front: Rank chooses...
Algorithm 1: MD-DIRECT

<table>
<thead>
<tr>
<th>Input</th>
<th>: vectorial function to be minimized ( f ), search space ( \mathcal{X} ), evaluation budget ( v ), hyperrectangle threshold ( \sigma_t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialization: ( \mathcal{H}_1 = (\mathcal{X}) )</td>
<td></td>
</tr>
<tr>
<td>Output</td>
<td>: approximation set of min_{x \in \mathcal{X}} f(x), ( \mathcal{Y}_v^w )</td>
</tr>
</tbody>
</table>

1 while evaluation budget \( v \) is not exhausted do
2 Evaluate all the new hyperrectangles in \( \mathcal{H}_t \).
3 Choose potentially optimal hyperrectangles using Eq. (4) or Eq. (2).
4 Partition the hyperrectangles in \( \mathcal{I}_t \) according to the procedure outlined in Section 2.1 using Eq. (1).
5 \( \mathcal{H}_{t+1} \leftarrow \mathcal{H}_t \setminus \mathcal{I}_t \cup \{ \mathcal{I}_t \text{'s newly generated hyperrectangles} \}
6 \( t \leftarrow t + 1 \)
7 return MD(\{f(c_i)\}_{c \in \mathcal{H}_t})

only one hyperrectangle with the biggest size on the non-dominated front while MD chooses all the hyperrectangles (7 hyperrectangles) on the non-dominated front. Given a certain evaluation budget, choosing all the hyperrectangles on the non-dominated front demonstrates excessive sampling leading to inefficient use of function evaluations. On the other hand, choosing only one point on the non-dominated front with the biggest size could allow one to miss out on choosing the most potentially optimal hyperrectangle. This is illustrated in Figure 1, where the most potentially optimal hyperrectangle (4) is not chosen for division. Furthermore, the strategy Rank is likely to have a slow convergence to the optimal Pareto front.

In order to preserve the exploration and diversification nature of using the MD strategy and at the same time reduce inefficient sampling, there has to be a reduction of potentially optimal hyperrectangles chosen on the non-dominated front. From the perspective of Rank, more potentially optimal hyperrectangles need to be chosen for a faster convergence to the optimal Pareto front. In order to find a balance between the two extremes from choosing one and all the hyperrectangles on the non-dominated front, we propose the use of the hypervolume indicator to selectively choose the potentially optimal hyperrectangles. The hypervolume indicator is able to provide the hypervolume contribution of each point in the objective space. If a point is in an unexplored region on the non-dominated front, it has a high hypervolume contribution. However, if a point is not on the non-dominated front, it has zero hypervolume. In other words, the hypervolume indicator is able to identify relatively more potentially optimal points based on the concept of diversification on the non-dominated front. From Figure 1, we can observe the process of choosing potentially optimal hyperrectangles using the hypervolume indicator. Hyperrectangles on the non-dominated front are carefully selected while only one hyperrectangle with the largest size is chosen on the dominated fronts. Hence, this new hypervolume strategy helps to perform diversified sampling on the non-dominated front while sacrificing some exploration on the dominated fronts.

3. HYPERVOLUME-BASED MO-DIRECT

Motivated by the aforementioned discussion, in this section, we introduce the use of hypervolume indicator to help in a more diversified sampling.

3.1 From Non-dominated Front to Hypervolume Indicator

The equation below illustrates how potentially optimal hyperrectangles are identified using the hypervolume indicator.

\[
\mathcal{I} = \text{MD}((-h_{v_{i}}, \sigma_{i}) : i \in \mathcal{P})
\]

where \((-h_{v_{i}}, \sigma_{i})\) replaces \((f(c_{i}), \sigma_{i})\) in Equation (4) of the MD strategy as the 2-dimensional vector of hyperrectangle \( i \in \mathcal{P} \) with hypervolume contribution \( h_{v_{i}} \) and size \( \sigma_{i} \). \text{MD}(\cdot) is as previously defined in Section 2.2.1. To be consistent with the minimization settings of \text{MD}(\cdot), a negative sign is added in front of the hypervolume indicator to identify the hyperrectangles with the highest hypervolume.

3.2 Generating the Hypervolume contribution

The algorithm first identifies the non-dominated front of the set of hyperrectangles that are considered for potential optimality.

\[
\mathcal{P} = \text{MD}(\{f(c_{i}) : i \in \mathcal{H}, \sigma_{i} \geq \sigma_{1}\})
\]

where \( \mathcal{P} \) is the set of hyperrectangles on the non-dominated front. The rest of the notations are as in Section 2.2.1. After the non-dominated front is found, the hypervolume contribution of every point on the non-dominated front is calculated.

\[
\text{hv} = \text{hypervolume}(\{f(c_{i}) : i \in \mathcal{P}\})
\]

where \( \text{hv} \) is the \(|\mathcal{P}|\)-vector consisting of the individual hypervolume contribution of each point \( i \) on the non-dominated front, \( \text{hypervolume}(\cdot) \) is an operator on a set of vectors \( A \) such that \( \text{hypervolume}(A) \) returns the hypervolume contribution of each point in \( A \). Only hyperrectangles in the non-dominated front \( \mathcal{P} \) is considered because hyperrectangles in the dominated front would return a value of zero.

3.3 Visiting Unexplored Area in the Solution Space

The hypervolume indicator focuses on diversifying the selection of hyperrectangles on the non-dominated front, while selecting only a single point on the dominated fronts. This in turn reduces the exploratory nature of MD-DIRECT, leaving some areas in the solution space unexplored. In MOPs, the points on the Pareto front in objective space does not necessarily occur in the same area but often as clusters in different areas of the solution space. Therefore, a global search to identify potentially optimal hyperrectangles is required when such a situation occur. In other words, a global search is necessary when the algorithm is stuck in a local optimal Pareto set or a part of the global Pareto front.

To illustrate this idea, let us go back to Figure 1. Figure 1 shows the approximate Pareto front being divided into three groups, points 1, 2, 3, 5, 6, and 7; using the hypervolume indicator would keep us selecting points 3 and 5 as potentially optimal hyperrectangles. This is because the hypervolume indicator aims to diversify the solutions on the Pareto front, hoping to find point 4. However, we might
not be able to find solution 4 as it could be in a different area in the solution space. Thus, in such scenarios, we seek to increase the exploratory aspect of the algorithm to look into other areas in the solution space. To this end, we use intermittently and whenever necessary the strategy of \texttt{Rank} to increase the global search aspect of the proposed technique. Being stuck in a local optimum, we want to avoid choosing hyperrectangles on the non-dominated front as much as possible; and the \texttt{Rank} strategy serves as a suitable means as only one hyperrectangle on the non-dominated front would be chosen.

With the implementation of this global search feature using \texttt{Rank} coupled with the hypervolume indicator, we are able to achieve a balance among the three search components of diversification, exploration and exploitation. The next section summarizes the algorithm, which we refer to as \texttt{MO-DIRECT-hv}.

### 3.4 The MO-DIRECT-hv Algorithm

Algorithm 2 provides a formal description of \texttt{MO-DIRECT-hv}. It implements the use of hypervolume indicator to select potentially optimal hyperrectangles. This is only activated when the number of hyperrectangles on the non-dominated front is more than two, because it helps to choose potentially optimal hyperrectangles on the non-dominated front wisely. However, due to possible exploitative behaviour—as discussed in Section 3.3; selecting only one point out of all the dominated fronts, the algorithm could be stuck in a local optimum. In order to overcome this issue, the algorithm would conduct a global search using the \texttt{Rank} strategy to explore the other areas when the hypervolume contributions of all the solutions do not change over time given that the hypervolume contribution of any points is not significantly large (Line 8 in Algorithm 2).

### 4. CPU TIMING

In order to evaluate the CPU timing of the algorithm, we have run \texttt{MO-DIRECT} with strategies, \texttt{Rank}, \texttt{ND} as well as the proposed approach without restarts on the entire bbofb-bbobj test suite with solution space dimension $D \in \{2, 3, 5, 10, 20\}$. The Matlab code was run on a Windows machine: Intel(R)

---

**Figure 1:** Visualization of sampling strategies in \texttt{MO-DIRECT} for the points whose objective vectors are shown (a). In each of the strategies, the selected points are marked with the symbol \textbullet as compared to other points (marked with \textsquare). Whilst conservative (identifying 3 potentially optimal points), the \texttt{Rank} strategy (b) fails to select the most potentially optimal point (4) on the contrary of the \texttt{ND} strategy (c), which on the other hand, indiscriminately selects all the points on the non-dominated front (11 out of the 15 points). The ND strategy preserves its exploration and diversification balance at the expense of exploitative search, whereas the Rank strategy preserves its exploration and exploitation balance at the expense of diversification search. With this concern, indicator-based search can prove to be effective in achieving a balance among the three search components.
functions consist of multiple minima points, which usually indicates that the optimal solutions on different parts of the Pareto front would lie in different areas in the solution space. Therefore, MO-DIRECT-hv, being implemented as a relatively more exploitative measure would face difficulty in the search of optimal solutions in such functions. However, it is still able to identify the optimal solutions at a faster rate than Rank and ND.

6. CONCLUSION

This paper introduced MO-DIRECT-hv, an algorithm that employs the hypervolume indicator with dividing rectangles to identify solutions on the Pareto front. MO-DIRECT-hv is benchmarked against two strategies, namely strategy Rank and ND in the bi-objective test suite of 55 problems on the COCO platform. MO-DIRECT-hv is able to find better approximation sets of the Pareto front and shows faster convergence to quality targets compared to the other two strategies. Further studies can be done to see how effective this method is when used in problems with higher number of objectives. However, in higher dimensions, due to the basic partitioning procedure of MO-DIRECT, many points are sampled at once, leading to inefficient sampling. To overcome this problem, one would have to explore other methods of partitioning the space, such as adaptive grid partitioning.
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